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Abstract
With the rapid development of the Internet and the widespread usage of mobile terminals, 
data-driven user profiling has become possible. User profiles describe the user’s overall 
behavior characteristic from multiple perspectives (e.g. basic information, feature pref-
erence, social attribute), which can explore the potential relationships between complex 
user behaviors and the decision-making process. In this paper, we focus on the problem of 
real estate buyer profiling and propose a novel multi-attribute decision making (MADM) 
approach, trying to solve the needs of enterprises to locate target customers accurately. 
Firstly, we reorganize the dataset by integrating structured with unstructured data, where an 
Enriched Bi-directional long short-term memory (Bi-LSTM) Conditional Random Field 
(EB-CRF) model is proposed to extract important information in the unstructured data. 
Based on four general dimensions (i.e. basic information, family situation, purchase inten-
tion, financial situation), we then design an entropy-based weight allocation algorithm to 
obtain attribute weights, which helps explore implicit heterogeneous relationships. Finally, 
with the help of expert knowledge, we use attribute weights and representation technology 
“bag of attributes” to construct a buyer-specific feature representation. Extensive experi-
mental results indicate that our approach outperforms strong baselines significantly and 
achieves state-of-the-art performance.
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1  Introduction

Decision making is a complex thought operation process, which involves problem identifi-
cation, information collection, alternatives evaluation and ultimately drawing conclusions 
[30]. During the decision-making process, uncertainty and complexity are inevitable under 
human factors, how to deal with massive information accessed from various sources of the 
Internet is becoming more and more important.

With the growing maturity of big data technology and natural language processing 
(NLP) technology, data-driven user profiling has become possible to address this issue. 
Based on the behavioral characteristics of users in real life, user profiles abstract labels 
from multiple dimensions (e.g. basic information, feature preference, social attribute) and 
aim to describe the user’s overall behavioral characteristics as comprehensively as possible. 
Therefore, user profiles can explore implicit heterogeneous relationships and help provide 
quality services, which can be applied in many domains.

In particular, the real estate industry is a domain in urgent need of user profiling. The 
real estate industry plays a decisive role in China’s economic development [17]. In the past, 
real estate enterprises usually carried out promotion through large-scale advertising, ques-
tionnaire surveys and telephone interviews. However, these methods have the disadvantage 
of large investment and inconspicuous effects. Specifically, enterprises contact customers 
actively and make customers accept passively, which hinders the long-term development 
of enterprises. To address the above issues, user profiles describe the overall behavioral 
characteristics of users by collecting massive user information, which can help enterprises 
locate target customer groups and conduct personalized precision marketing for customers 
with demands. In this way, both enterprises and customers can achieve a win-win situation.

Reviewing the previous literature, there are rare real estate buyer profiling researches. 
Therefore, this paper mainly conducts groundbreaking work. In this paper, we propose a novel 
multi-attribute decision making approach (MADM) for real estate buyer profiling. Firstly, we 
reorganize the dataset by integrating structured with unstructured data. Specially, we use an 
Enriched Bi-directional long short-term memory (Bi-LSTM) Conditional Random Field (EB-
CRF) model and man-made templates to obtain structured data from the unstructured data (e.g. 
descriptive text), which can fill in the missing values of the original structured data. Based on 
four general dimensions (i.e. basic information, family situation, purchase intention, financial 
situation), we then design an entropy-based weight allocation algorithm to calculate attribute 
weights, which can explore implicit heterogeneous relationships. Finally, we use the attribute 
weights, expert knowledge and a representation technology called “bag of attributes” to construct 
a buyer-specific feature representation and develop a real estate buyer profiling system (REBS).

Our major contributions are described as follows:

–	 We propose a multi-attribute decision making approach for real estate buyer profiling. To the best 
of our knowledge, it is the first data-driven user profile work applied in the real estate domain.

–	 We propose an enriched Bi-LSTM conditional random field (EB-CRF) model, where 
part-of-speech (POS) tags and named entities are considered to extract key phrases in 
the sentence more accurately.

–	 We design an entropy-based weight allocation algorithm to construct attribute-aware-
ness buyer feature representations, which can help explore implicit heterogeneous rela-
tionships in structured data.

–	 We develop a real estate user buyer profiling system (REBS) and demonstrate the excel-
lence of our approach through empirical analysis.
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2 � Related work

2.1 � Multi‑attribute decision making

Decision making has broad application prospects in various domains and attracts many 
scholars to research. Zhang et  al. [42] utilized decision tree ensemble classifiers, where 
appropriate features from each decision tree are selected to participate in the decision-mak-
ing process. Since the best decision is usually associated with several attributes and each 
attribute contributes differently, multi-attribute decision making (MADM) aims to find the 
best decision by assigning different weights to attributes. In other words, attribute weight-
ing is the most important subtask in MADM.

Researches on attribute weighting are usually divided into three categories: subjective, 
objective and hybrid [8, 35]. Subjective methods depend largely on the expert preference 
for attributes, including the methods of linear programming, mathematical programming. 
Horowitz et al. [19] proposed a linear programming (LP) model as an alternative to assess 
periodic performance appraisal (PA) of subordinates. Deng et al. [11] designed a mathemati-
cal programming model that adopt pairwise alternative comparison. Objective methods use 
an objective decision matrix to determine attribute weights, including the fuzzy entropy 
method [6, 7], standard deviation (SD) method [10, 35]. However, subjective methods con-
tain abundant subjective expert information that is hard to evaluate, while objective methods 
may be ineffective due to a lack of expert knowledge. Therefore, hybrid methods are pro-
posed to solve the above issues, which uses expert preference and objective decision matrix to 
jointly produce attribute weights. Ma et al. [28] formed a two-objective programming model 
with both subjective and objective information. Fan et al. [15] integrated the fuzzy preference 
on alternatives and the objective matrix into a general framework, while Wang et al. [36] fur-
ther considered multiplicative preference relations of the decision-maker on attribute weights.

In this paper, we design a hybrid method to combine the advantages of both subjective 
and objective methods, where expert knowledge and entropy methods are adopted to real-
ize the MADM approach.

2.2 � User Profiling

With the rapid development of the Internet, numerous user information has emerged and 
user profiling has become a popular data analysis method. User profiles can understand 
the needs of users through describing users’ overall behavior features, and further carry 
out precise personalized marketing to potential targets. Therefore, user profiling has a 
wide range of application prospects. Mezghani et al. [29] summarized the characteristics 
of the social user and tag-based profile modeling and updating techniques. Constantinides 
et al. [9] used the interaction logs between users and news apps to generate user profiles. 
Based on computational linguistic features, Hu et al. [16] proposed a psychological mod-
eling method to explore the potential relationship between users’ social behaviors on Sina 
Weibo. Sun et  al. [33] proposed an early-warning framework based on clustering meth-
ods and association rule mining for online learners. Wu et  al. [37] applied user profiles 
to the field of financial accounting, where expenditure data was used to fill in revenue 
data. Wu et al. [38] generated user profiles for developers’ programming behaviors. Diao 
et al. [13] studied user profiles from the perspective of transfer learning, where knowledge 
can be transferred from one social network to another. Kong et al. [23] profiled scientific 
researchers from five perspectives (i.e. article-centered, author-centered, venue-centered, 
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institution-centered factors and temporal factors), explaining how to identify and evaluate 
key factors to improve scientific influence. Cai et al. [2] profiled social media users from 
the perspective of social networks, which involved three important factors: social connec-
tion, spatial connection, and preference-based similarity connection. Kong et al. [24] pro-
filed university based on academic graph and proposed a deep representation clustering 
model. Li et al. [26] profiled the social media community from the perspective of social 
influence, which can help enterprises to promote potential customers with different types. 
In this paper, we applied user profiles to the real estate domain, which can improve buyers’ 
satisfaction and reduce the cost of enterprise promotion.

2.3 � Information extraction

With the rapid development of the Internet, the information generated by users is increas-
ing exponentially, which leads to a challenging issue: how to filter out valuable information 
from massive data.

Information extraction (IE) is the task of extracting information from unstructured data, where 
key phrase extraction (KPE) is an important subtask. KPE aims to extract key phrases (e.g. entities, 
relations, events) from natural language text. Hasan et al. [18] introduced the key phrase extraction 
task and its basic process. Zhang et al. [41] extracted key phases with Bi-RNN, which combined 
keywords and context information. Chen et al. proposed an encoder-decoder framework to capture 
deep semantics of content [3], and two additional key phrase constraints are further introduced [4].

In addition, representation learning (RL) is an important component as it enables the model to 
use deep learning methods. RL aims to find a better way to represent data, which is a numerical 
vector in the predefined vector space. “Bag of words” is a representation learning approach to 
represent a sentence as a vector, where the dimension is the size of the vocabulary, and the word’s 
corresponding position refers to its occurrence times in the sentence. However, the method 
above can’t express the semantic relevance between words and may cause dimension disaster. 
Therefore, distributed representation (e.g. GloVe [31], fastText [22], BERT [12]) is proposed to 
address the problem. Some representation learning methods have been proposed to explore the 
potential relations between elements in the task. Du et al. [14] modeled highly unstructured user-
generated content based on character embedding and attention-based neural networks. Song et al. 
[32] deep reconstructed the original data of “exercise-to-concept” into “exercise-to-exercise” and 
“concept-to-concept”, and its potential interactive influences were learned through the process of 
inference and generation. Both Li et al. [27] and Chen et al. [5] proposed a novel network repre-
sentation learning approach to effectively capture highly nonlinear network topological structure 
and attribute information. Hou et al. [20] also provided a systematic overview of network embed-
ding techniques. Furthermore, there are still some researches constructing the representation 
of objects in heterogeneous networks with graph convolutional network (GCN) [40], topology 
adapted smoothing [5] and dynamic evolving graphs [39].

In this paper, we perform the information extraction task on unstructured data to obtain 
structured data for subsequent user profiling.

3 � Methodology

In this section, we introduce the overall framework of our proposed approach. We first 
give the task definition and then describe the architecture of our approach in detail.
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3.1 � Task Definition

As shown in Figure 1, we receive information from different sources (e.g. questionnaire 
surveys, telephone interviews), real estate buyer profiling aims to abstract user behav-
ioral characteristics through analyzing massive data and advertising suitable houses to 
target customer groups.

In this paper, we treat the task of real estate buyer profiling as a multi-attribute deci-
sion making (MADM) problem, which can be defined as a triple (A, C, W). Specifically, 
A is a set of pre-defined real estate buyer labels, C = {c1, c2, ..., ct} is a set of attributes, 
W = {w1,w2, ...,wt} is a set of attribute weight vectors, where each attribute weight in 
wt = {wt1,wt2, ...,wtk} is non-negative and 

∑k

j=1
wtj = 1 . The goal of the MADM task is 

to find the best attribute weight vector for attributes to better abstract the user’s behavio-
ral characteristics.

3.2 � Approach Architecture

Figure 2 shows the architecture of our proposed MADM approach, which will be intro-
duced in this section generally. Firstly, we separate the unstructured data and perform 
the information extraction (IE) task on it to obtain structured data, where original struc-
tured data can be refined in this step. Then, we apply the “bag of attributes”, a repre-
sentation technology similar to “bag of words”, to these reorganized structured data to 
obtain the basic buyer feature representations. With the help of expert knowledge, we 
design an entropy-based weight allocation algorithm to obtain attribute weights for each 

Fig. 1   Task of our real estate buyer profiling

Fig. 2   Overview of our multi-attribute decision making approach
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real estate buyer. Finally, we construct a buyer-specific feature representation for real 
estate buyer profiling, which can be visualized by a radar chart.

3.3 � Information Extraction

Information extraction (IE) task aims to extract structured data from unstructured data, which 
is a crucial component of our MADM approach. The details of IE task are shown in Figure 3.

Given a descriptive sentence, we first obtain the sentence S with n words S = {s1, s2, ..., sn} 
and its corresponding entity or part of speech (POS) tags T = {t1, t2, ..., tn} with the help of 
lexical analysis of Chinese (LAC) [21]. Then, we feed it into our proposed EB-CRF model to 
extract key phrases. Specifically, we obtain the enriched hidden representations X by concat-
enating word embedding R and tag representations E, which are generated through fastText 
[22]:

where [  :  ] is a concatenation operator. We use BiLSTM to encode contextual semantic 
information, and further add some implicit constraint rules with conditional random fields 
(CRF) [25]:

(1)R =fastText(S)

(2)E =fastText(T)

(3)X =[E ∶ R]

(4)H =BiLSTM(X)

Fig. 3   Details of information extraction task
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Next, we regard the KPE task as a sequence tagging problem and predict key phrases in the 
sentence with the help of predictive label set L = {B, I,O,E, S,U}:

where � is an activation function (e.g. Tanh, Sigmoid, ReLu), Wk and bk are the parameters 
to be trained. In addition, elements B, I, O, E, S, U in L represent key phrase’s begin, key 
phrase’s inside, key phrase’s outside, key phrase’s end, single word key phrase, the useless 
word in the key phrase, respectively.

After obtaining key phrases in the sentence, we analyze the corpus and construct a series 
of templates based on regular expressions and fuzzy theory. Then, we match the extracted 
key phrases with these templates to obtain the structured data. Specifically, for each data 
field, we construct a correlation matrix Q, where Qij represents the score obtained when the 
regular expression j matches the phrase for the optional value i. We then calculate the score 
for each optional value and take the value with highest score as the final matching result:

where M is a matching vector consisting of 1 (matched) and 0 (mismatched). Next, we take 
the original structured data as the main body and supplement it with the structured data 
obtained by the IE task. Finally, we organize these structured data from different sources to 
form a structured dataset.

3.4 � Representation learning

After obtaining reorganized structured data, we apply a representation learning approach to 
construct buyer-specific feature representations for real estate buyer profiling.

Firstly, we classify the attributes into four general categories: basic information, family 
situation, purchase intention, financial situation, which are shown in Figure 4. Specifically, 
basic information refers to the buyer’s natural and social attributes; family situation aims to 
understand the family of real estate buyers and their potential demands; purchase intention 
refers to the buyer’s preference for the house; financial situation aims to understand buyers’ 
affordability to purchase.

Then, based on the four general categories above, we can obtain the basic buyer feature 
representations B and attribute-awareness buyer feature representations U with the repre-
sentation technology “bag of attributes” and GloVe [31], respectively. Specifically, we con-
struct category-specific buyer feature representations and attribute-awareness buyer feature 
representations for each general category and then concatenate them. It is worth noting 
that “bag of attributes” is a technique that uses an attribute vocabulary to convert a buyer’s 
attributes into a sparse numerical vector, which is similar to “bag of words” but the concept 
of the word is replaced by attribute.

Next, we design an entropy-based weight allocation algorithm to obtain attribute 
weights, which are shown in Algorithm  1. As line 2 to line 17 of Algorithm  1 shows, 
we first cluster user representations with k-means algorithm to obtain K groups of real 
estate users with similar features. Then, we introduce the concept of information entropy 
in line 18, which is a quantitative measure of information. The more complex the object, 

(5)H� =CRF(H)

(6)Y = �(WkH + bk)

(7)F = M ∗ QT
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the greater the information entropy, and vice versa. Based on the above theory, we assign 
weight to each attribute and influence the proportion of weight by integrating expert knowl-
edge, as shown in line 19 to line 26.

Fig. 4   Attribute division of real estate buyers
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Finally, we weighted sum the attribute weights and basic buyer feature representations 
to obtain the final buyer-specific feature representations. According to final buyer-specific 
feature representations, we choose the weight that is greater than the threshold as the char-
acteristic label and visualize it by radar chart. It is worth noting that a real estate buyer may 
have multiple characteristic labels.

4 � Experiment

4.1 � Datasets and metrics

We employ real-world real estate sales dataset to demonstrate the effectiveness of our 
MADM approach. The dataset we used in our experiments is derived from four differ-
ent real estate of a company in China, and each dataset contains 500 data and differ-
ent scale data fields. Due to various reception methods and non-standard questionnaire 
filling, the format and fields of the dataset are inconsistent, we preprocess the origi-
nal dataset, where we retain important data fields and ensure its consistency. Table 1 
shows the pre-processed data of the original dataset, which can be roughly divided into 
structured data and unstructured data (i.e. description of buyers).

There is also a large number of vacancies in the dataset. For example, the vacancy 
rate of the “Census Register” field is 21.7%, the “Demand Area” field is 25.05%, the 
“Occupation” field is 25.10% and the “Cohabitant” field is up to 55.90%, which can 
affect the performance of our approach. Meanwhile, we notice that the description of 
buyers in the unstructured data may provide additional information to fill in vacancies 
values or further expand the data filed. Besides, due to the individual differences of 
interviewers, there is no unified format for describing customers in different styles. 
Some descriptions are the interviewer’s oral paraphrase that contains a large number 
of meaningless modal particles. Therefore, we apply our EB-CRF model for the KPE 
task to extract key phrases in the sentence and we obtain a reorganized dataset with 27 
data fields and 238 attributes for following real estate buyer profiling through sorting 
and induction.

We indirectly prove the effectiveness of our proposed MADM approach by evaluat-
ing the performance of the KPE task. To evaluate the performance of our proposed 
KPE approach, we use precision (P), recall (R), and F1-score (F1) as the metrics:

where TP refers to the number of positive cases correctly predicted, FP refers to the num-
ber of negative cases incorrectly predicted, TN refers to the number of negative cases cor-
rectly predicted, and FN refers to the number of positive cases incorrectly predicted.

(8)R =
TP

TP + FN

(9)P =
TP

TP + FP

(10)F1 =
2PR

P + R
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4.2 � Experimental Settings

We tune the hyper-parameters through a large number of experiments, and the relevant 
results are shown in Figure 5, where the x-coordinate is the value of the hyper-parame-
ter and the y-coordinate is the f1 score. As shown in Figure 5(a) and Figure 5(b), since 
the dimension of NER and hidden dimension achieve the best F1 score at 24 and 100, 
we set them to 24 and 100. Since SGD is efficient and convergent fast, we choose it as 
the optimizer and the learning rate is 0.016, which can be observed in Figure 5(c). For 
the robustness of our model, we set the dropout rate to 0.1. We also set the threshold to 
0.7. We select the best model according to the best F1 score.

4.3 � Baselines

To demonstrate the effectiveness of EB-CRF for the KPE task, we compare it with the 
following baselines. The hyper-parameters for baselines are set to the optimal values as 
reported in their papers.

–	 Joint-layer RNN [41] is an end-to-end model, which jointly processes the keyword 
ranking and keyphrase generation task.

–	 LSTM-LSTM [43] is an end-to-end model for joint extraction of entities and their 
relations. It contains two Bi-LSTM layers for encoding and decoding the sentence, 
respectively. In addition, biased objective function is adopted to enhance the associa-
tion between related entities.

–	 BiLSTM-CRF [1] combine the advantage of both CRF [25] and BiLSTM for key-
phrase extraction. Specifically, CRF can capture label dependencies through a transi-
tion parameter matrix and BiLSTM can capture implicit semantics in the sentence 
through the long-distance dependencies.

–	 CNN-BiLSTM-CRF is an end-to-end model, which contains a CNN layer, a BiL-
STM layer and a CRF [25] layer for key phrase extraction.

Table 1   The pre-processed data of the original dataset

Structured Data
Data Field Name Purchase Attention Phone Consult

Sex Room Scale Occupation
Age House Type Decision Maker
Level of Interest Purchase Motivation Vehicle
Census Register Family Structure Visit Type
Living Area Pay Deposit Customer Source
Working Area Consult In Person Living Situation
Demand Area Parking Space Purchase Reason
Budget Current House Area Cohabitant

Unstructured Data
Descriptive Text Description of buyers from telephone interviews and questionnaire surveys.
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–	 MHA-BiLSTM-CRF is an end-to-end model, which contains multi-head atten-
tion mechanism (MHA) [34], a BiLSTM layer and a CRF [25] layer for key phrase 
extraction.

4.4 � Results of key phrase extraction

Table 2 compares EB-CRF with the state-of-the-art approaches for the KPE task. We 
can observe that EB-CRF outperforms the results of other baseline approaches sig-
nificantly in recall and F1-score. This result indicates that our model can capture the 
deep semantic features in the sentence and better locate crucial information, which is 
achieved by considering POS tags and named entities as a part of the input in our model.

4.5 � Analysis

4.5.1 � Ablation study

To investigate the effects of different components in EB-CRF, we conduct an ablation 
study for the KPE task. The experiment results are shown in Table 3. After removing 
the component of BiLSTM or CRF, the performance of EB-CRF is reduced sharply, 
which indicates that BiLSTM can capture long-distance dependent semantic informa-
tion in sentences and CRF can learn constraints between words. Furthermore, after 
removing the embedding of POS tags and name entities, we can observe that the perfor-
mance of EB-CRF is reduced apparently in recall and F1-score. We infer that POS tags 
and name entities can help understand the semantic of the words in the sentences and 
find the key information more comprehensively, which contributes little to predicting 
the results accurately.

4.5.2 � Comparison of Single‑word and Multi‑word Key Phrase

We compare the performance of EB-CRF with the previous model BiLSTM-CRF for the 
following two settings in Table 4: Single-Word: Key phrase is a single word span, Multi-
Word: Key phrase is a multi-word span. For the multi-word setting, our method shows 
consistent improvement in terms of both precision and recall score, which results in the 
improvement of the F1 score. When we compare the evaluations for single-word key 
phrases, our model achieves more significant improvements for F1 scores. Compared to 
precision, our recall shows greater improvement over the BiLSTM-CRF approach. This 
result indicates that our approach can better extract single-word key phrases in sentences, 
owing to the embedding of POS tags and name entities.

4.5.3 � Results of information padding

We experiment on the result of information padding. The results are shown in Figure 6. 
We can observe that the results performed differently in the different data fields. Generally 
speaking, our method uses unstructured data to fill in missing values in structured data, and 
its accuracy can achieve more than 54%, which brings a certain degree of supplement to 
the original default data. It’s worth noting that due to the arbitrariness of natural language 
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expression, many omissions (e.g. subject, verb, object) and ambiguities (e.g. maybe, per-
haps) may occur, resulting in poor performance of capturing key information.

4.5.4 � Analysis of real estate buyer groups

To illustrate the effectiveness of our proposed MADM approach, we analyze the fre-
quency results of attributes in the target real estate buyer groups, which are shown in 
Figure 7. In practice, we profile the characteristics of real estate buyers from six per-
spectives (i.e. family, education, investment, enjoyment, function and residence) and set 
the threshold to 0.7.

As shown in Figure 7(a), native people tend to improve their quality of life from 
the perspective of investment, enjoyment, function and education, while outsiders 

Fig. 5   Experiment of parameter setting
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tend to settle down and set up families. Figure 7(c) shows the age distribution of 
the interviewed real estate buyers. On the whole, the age distribution is uniform, 
and real estate buyers for function, investment and education purposes are rela-
tively older. Figure 7(h) shows the occupation distribution of the interviewed real 
estate buyers. Specifically, enterprise employees usually have the characteristics 
of residence, teachers pay more attention to education and freelancer usually have 
no characteristics of the family. Figure  7(b) and (d) show the details of family 
situation. Generally speaking, the common family number of families is 3 and 
the most common cohabitant is children and spouse, while real estate buyers with 
family characteristics tend to have more than 3 members and pay more attention to 
satisfying family needs. Figure 7(e) and Figure 7(i) indicate that real estate buy-
ers with family or residence characteristics tend to have fewer financial reserves 
and purchase for self-living, while real estate buyers with enjoyment, investment, 
function and education characteristics tend to have adequate financial reserves 
and purchase for improving quality of life. We also analyzed the motivations and 
attentions of real estate buyers in Figure  7(f), Figure  7(g) and (j). Specifically, 
real estate buyers with family or residential characteristics have never bought a 
house before, so they attach great importance to price; real estate buyers with 
enjoyment and function characteristics usually own a house, but poor support-
ing facilities may lead them to intension to buy a new house with sufficient sup-
porting facilities; real estate buyers with investment characteristics usually have 
multiple assets, therefore, they pay more attention to the balance of overall fac-
tors; real estate buyers with education characteristics usually pay more attention 
to children’s education, therefore, their main appeal is school district housing.

4.5.5 � Case study

A real estate buyer profiling case is given in Figure 8, where Figure 8(a) shows 
the overall real estate buyer profile and Figure  8(b)(c) shows the constitution 
of its most outstanding characteristics: education and function. As we described 
earlier, we set the threshold to 0.7 and the attribute exceeding the threshold will 
be regarded as the user’s characteristic label. Therefore, Figure 8 shows the pro-
file of a real estate buyer with education characteristics. Further, we analyze the 
real estate buyer with the two most outstanding characteristics. It is worth not-
ing that the charts mainly show the top 7 factors with the highest correlation and 
others are a collection of lower-related factors. Real estate buyer with education 

Table 2   The experiment results 
on the KPE task (%)

We highlight the best results in bold

Model P R F1

Joint-layer RNN 53.57 43.74 48.15
LSTM-LSTM 59.63 59.50 59.76
CNN-BiLSTM-CRF 68.37 61.76 64.90
MHA-BiLSTM-CRF 67.06 63.08 65.00
BiLSTM-CRF 69.38 62.75 65.90
EB-CRF 69.22 67.48 68.34
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characteristics attaches great importance to education, are over 40 years old, 
live with their children and prefer school district houses. Real estate buyers with 
function characteristics usually own a house and have a good budget, so they pay 
more attention to the type of house.

Table 3   Ablation test on the KPE 
task (%)

We highlight the best results in bold

Model P R F1

EB-CRF 69.22 67.48 68.34
w/o CRF 59.63 57.14 58.36
w/o BiLSTM 52.73 52.09 52.40
w/o POS&NER 69.38 62.75 65.90

Table 4   Analysis with different 
modes on the EB-CRF model 
(%)

We highlight the best results in bold

Model Multi-Word Single-Word

P R F1 P R F1

Joint-layer-RNN 49.19 41.47 45.00 75.20 53.11 62.25
LSTM-LSTM 56.89 57.98 57.43 71.86 67.80 69.77
CNN-BiLSTM-CRF 67.64 60.16 63.68 71.18 68.36 69.74
MHA-BILSTM-CRF 65.43 62.48 63.92 74.36 65.54 69.67
BiLSTM-CRF 68.29 63.17 65.63 74.48 61.02 67.08
EB_CRF 67.03 66.58 66.80 79.25 71.19 75.00

Fig. 6   Results of information padding (%)
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(a) Census Register (b) Family Structure

(c) Age (d) Cohabitant

(e) Living Situation (f) Purchase Reason

(g) Purchase Attention (h) Occupation

(i) Budget (j) Purchase Motivation

Fig. 7   Analysis of Real Estate Buyer Groups
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5 � Conclusion

In this paper, we propose a novel multi-attribute decision making (MADM) approach for 
real estate buyer profiling, which can help enterprises accurately locate target customer 
groups. Firstly, we reorganize the dataset with our proposed enriched bi-directional long 
short-term memory conditional random field (EB-CRF) model and man-made templates. 
Based on four general dimensions, we then use “bag of attributes” and an entropy-based 
weight allocation algorithm to obtain the buyer-specific feature representations. Finally, 
we obtain the real estate buyer profiles and develop a real estate buyer profiling system 
(REBS). Extensive experimental results indicate that our model outperforms strong base-
lines significantly and achieves state-of-the-art performance. Future work includes per-
forming finer-grained user profiling methods and applying novel natural language methods 
to better deal with informal text on social occasions.
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