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Abstract Analysis of mobile big data enables smart cities from aspects of traffic pat-
tern, human mobility, air quality, and so on. Co-occurrence pattern in human mobility has
been proposed in recent years and sparked high attentions of academia and industry. Co-
occurrence pattern has shown enormous values in aspects of urban planning, business, and
social applications, such as shopping mall promotion strategy making, and contagious dis-
ease spreading. What’s more, human mobility has strong relation with regional functions,
because each urban region owns a major function to offer specialized services for city’s
operations and such location-based services attract massive passenger flow, which is exactly
the essence of urban human mobility pattern. Therefore, in this paper, we put forward a co-
occurrence pattern mining scheme (CoPFun) based on regional function discovery utilizing
various mobile data. First, we do traffic modeling to map trajectory data into population
groups, which include temporal partition and map segmentation. Then we employ a frequent
pattern mining algorithm to mine co-occurrence event data. Meanwhile, we exploit TF-IDF
method to process POI data and LDA algorithm to process trajectory data to discover urban
regional functions. We apply CoPFun to real mobile data to extract co-occurrence event data
and compare it with OD data to analyze urban co-occurrence pattern from a perspective of
regional functions. The experiment results verify the effectiveness of CoPFun.
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1 Introduction

With rapidly increasing availability of sensing technology and telecommunication infras-
tructure, huge volumes of mobile data tracking human mobility can be acquired, which
are likely to pave the way for mobile big data-driven analysis of human mobility [19, 25].
Human mobility analysis is an essential part of mobile big data analysis and offers support
for urban planning in terms of passenger flow prediction [8, 18], abnormal traffic events
detection [23], and functional regions mining [11], etc. Co-occurrence pattern in human
mobility denotes people from two regions visit an urban place during the same time span,
which is of great significance due to its extensive applications with high value of urban
planning, business, and social activity in modern society [30]. Take Figure 1 as an example
of urban co-occurrence pattern. In the figure two persons from residential area A and four
persons from residential area B visit the school at same time interval respectively so we
can say there is an co-occurrence event between residential area A and residential area B.
Based on the analysis of co-occurrence pattern in human mobility, we can capture the infor-
mation of when and where people from the same functional regions prefer to co-occur and
where people present at certain functional regions frequently come from. Furthermore, co-
occurrence pattern has significant potential business value, such as shop owners can make
well-targeted promotions by identifying which kind of people will visit shopping centers.

Figure 1 An example of co-occurrence pattern
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For regional functions, two kinds of information play a crucial role in human mobility
pattern analysis. The first is when people arrive at a region and when people leave a region.
For example, people tend to leave from residential areas in the morning and go back home
in the evening, while they are likely to go to entertainment only in daytime of non-working
days and evening of working days. The second is which region people come from and which
region people go to. For instance, people often go to entertainment from workspace (work-
ing days) or residential areas (non-working days). Therefore, if people come from similar
regions, their arriving regions may also be similar. What’s more, if people’s destinations are
similar, their origins are likely to be similar. People visit different functional regions based
on their own needs, which generates urban human mobility pattern. That is, human mobil-
ity pattern is strongly related to regional functions [31]. Hence, we aim at analyzing urban
co-occurrence pattern based on regional functions.

However, understanding co-occurrence pattern in human mobility is rather challenging.
First, the deluge and the complexity of mobile big data make it difficult for digging up
the value of the data [10]. Mobile data contains speed, fee, and even semantic informa-
tion apart from temporal and spatial properties and abundant properties interfere with the
extraction of truly valuable information. What’s more, as the above example shows, co-
occurrence pattern is a kind of complicated human mobility. Due to its intrinsic features,
mining co-occurrence pattern is computationally highly expensive [6]. Furthermore, the set
of candidate patterns is exponential in the number of co-occurrence events. The study of
co-occurrence evolves explosively in various research fields, including microbial commu-
nities, gene mutation, scholars cooperation, and so on. Based on telco data, biclustering
techniques are adopted to detect co-occurrence pattern and rich visualization forms are uti-
lized to reduce the difficulty of analyzing co-occurrence pattern [30]. An infectious disease
model on empirical networks of human contact is built to bridge the gap between dynamic
network data and contact matrices [22]. In this paper, we creatively adopt frequent pat-
tern algorithm to mine co-occurrence pattern and analyze it from the perspective of urban
regional functions.

We propose a co-occurrence pattern mining scheme (CoPFun) to analyze urban co-
occurrence pattern based on regional functions using various mobile data. We first do traffic
modeling to map taxi trajectory data into different population groups, including temporal
partition and map segmentation. Based on population group data, we extract co-occurrence
event data utilizing frequent itemset mining algorithm. Meanwhile, we mine static functions
from POI data using TF-IDF method, discover dynamic functions from traffic trajectories
utilizing LDA algorithm, and obtain urban actual regional functions by combining the above
results. Then we carry out experiments on real Shanghai mobile dataset to demonstrate
the effectiveness of our method and do statistic analysis and visual analysis of urban co-
occurrence pattern. To the best of our knowledge, CoPFun is the first to mine co-occurrence
event data utilizing frequent pattern algorithm based on traffic trajectory data and to analyze
co-occurrence pattern from a perspective of regional functions.

The major contributions of this work can be summarized as follows:

– We propose a co-occurrence event data mining scheme (CoPFun) utilizing frequent
pattern algorithm based on traffic trajectory data.

– We discover urban actual regional functions by combining static functions extracted by
TF-IDF method and dynamic functions mined by LDA algorithm.

– We evaluate our scheme using Shanghai taxi trajectories, road network, and POI data to
demonstrate that CoPFun can extract co-occurrence event data effectively. We analyze
urban co-occurrence pattern from a perspective of regional functions.
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The rest of our paper is organized as follows. In Section 2, we review the related work
about co-occurrence pattern mining and regional functions discovery. Section 3 presents
details of the proposed scheme CoPFun. Data description and experiment results are dis-
played in Section 4. Following that, we show urban co-occurrence pattern analysis in
Section 5. Finally, we conclude our work and give further discussions on open research
issues in Section 6.

2 Related work

This section provides an overview of the related research work. We focus on two most
relevant topics: co-occurrence pattern mining and regional functions discovery.

Co-occurrence pattern mining Co-occurrence pattern is a ubiquitous topic with high
research value in various fields. As an interesting and significant pattern, co-occurrence
pattern in the field of computer vision [27], biological symbiosis [9], mobile phone user
application mode analysis [28] and many other aspects have been in-depth researched and
domain experts have put forward targeted effective models and methods, apart from spatial-
temporal co-occurrence in urban human mobility mainly covered in this paper. Spatial-
temporal co-occurrence pattern is an essential issue with numerous applications.

However, co-occurrence pattern mining is computationally expensive and data set is
over large, which cause great resistance of co-occurrence pattern analysis. Celik et al. pro-
pose a monotonic composite interest measure for discovering mixed-drove spatiotemporal
co-occurrence pattern (MDCOP) and novel MDCOP mining algorithms to improve com-
putational efficiency [6, 7]. Spatio-temporal co-occurrence pattern represents subsets of
event types that occur together in both space and time. Pillai et al. [26] present a gen-
eral framework to identify spatio-temporal cooccurrence patterns for continuously evolving
spatio-temporal events that have polygon-like representations. Aydin et al. [3] investigate
using specifically designated spatiotemporal indexing techniques for mining co-occurrence
patterns from spatiotemporal datasets with evolving polygon-based representations. Data
visualization technology is an effective tool to reduce the difficulty of data analysis. In
recent years, data visualization has been widely used in data analysis. Wu et al. [30] present
TelCoVis, an interactive visual analytics system, which helps analysts leverage their domain
knowledge to gain insight into the co-occurrence in urban human mobility based on telco
data. Sun et al. [29] present a five-level design framework for bicluster visualizations to
provide a potential solution to ease the process of exploring and identifying coordinated
relationships (e.g., four people who visited the same five cities on the same set of days)
within some large datasets for sensemaking.

Co-occurrence pattern analysis can be utilized to solve practical problems. Hong et
al. [13] propose a two-step black hole detection algorithm to detect urban black holes
based on human mobility data, and black holes/volcanos are special cases of co-occurrence
pattern. An infectious disease model on empirical networks of human contact is built
to bridge the gap between dynamic network data and contact matrices and the high-
resolution dynamic contact network is based on co-occurrence laws of individuals [22].
Akbari et al. put forward a new method to extract implicitly contained spatial relation-
ships algorithmically, to deal with different feature types that is with point, line and
polygon data, and to mine a spatio-temporal co-occurrence pattern simultaneously in
space and time [1]. What’s more, this method is applied on a real case study for air
pollution.
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Co-location pattern discovery searches for subsets of spatial features whose instances are
often located at close spatial proximity [5]. The spatial co-location rule problem is different
from co-occurrence pattern since there is no natural notion of transactions in spatial data sets
which are embedded in continuous geographic space. Co-location pattern is highly similar
to but different from co-occurrence pattern and co-location pattern is also widely studied.
Huang et al. [15] provide a transaction-free approach to mine colocation patterns by using
the concept of proximity neighborhood and Huang et al. [14] address the problem of mining
co-location patterns with rare spatial features. Barua et al. [5] propose a pruning strategy
for computing the prevalence measures to discover subsets of spatial features which are
co-located due to some form of spatial dependency but not by chance.

In this paper, we focus on spatial temporal co-occurrence pattern in urban human mobil-
ity and aim to mining co-occurrence pattern based on an improved Apriori algorithm to
analyze it from the perspective of regional functions.

Regional functions discovery Urbanization and modern civilization fosters various
urban functional zones, such as workspace and business areas [17]. Discovering the func-
tions of urban space is highly important for detecting urban problems, evaluating planning
strategies, and supporting policy making [39]. The evolution of urban regional functions is
influenced by many factors. Therefore, scholars evaluate regional functions from different
perspectives based on a variety of data. Yuan et al. [35] infer the functions of each region
using a topic-based inference model, which regards a region as a document, a function as
a topic, categories of POIs (e.g., restaurants and shopping malls) as metadata (like authors,
affiliations, and key words), and human mobility patterns (when people reach/leave a region
and where people come from and leave for) as words. Zhong et al. [38]proposes a centrality
index and attractiveness indices for detecting the urban spatial structure of functional cen-
ters and their spatial impacts using travel survey data. Besides survey data, Zhong et al. [39]
integrate smart card data to infer urban functions at the building level utilized their proposed
method in light of the potential of data mining and spatial analysis techniques for urban anal-
ysis. By combining smart card data and POI data, Han et al. [21] exploit discovering zones
of different functions model and cluster analysis based on dimensionality reduction and
expectation-maximization algorithm to identify functional zones that well match the actual
land uses in Beijing. Yuan et al. [37] introduce the concept of Latent Activity Trajectory (LAT) to
capture socioeconomic activities conducted by citizens at different locations in a chronolog-
ical order and cluster the segmented regions into functional zones leveraging mobility and
location semantics mined from LAT. Assem et al. [2] not only yield a deeper understand-
ing of a complex city but also offer finer personalized recommendations based on regions’
functionality that changes over space and time using the data collected from Location-
Based Social Networks (LBSNs) [32]. In this paper, we mine static functions from POI data
using TF-IDF method, discover dynamic functions from traffic trajectories utilizing LDA
algorithm, and obtain urban actual regional functions by combining the above results.

3 Design of CoPFun

3.1 Overview

We display the framework of our proposed scheme CoPFun in Figure 2. We first perform
general data preprocessing operations, including data cleaning, data mapping, and data
organizing. Then we do temporal partition and map segmentation to extract population
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Figure 2 Framework of CoPFun

group data from preprocessed traffic data to carry out traffic modeling. Utilizing popula-
tion group data, we construct transaction data and employ an improved Apriori algorithm
to mine co-occurrence event data. Meanwhile, we discover urban regional functions using
TF-IDF method and LDA algorithm. We have a detailed description of these parts in the
following subsections.

Before introducing our scheme, we emphasize the definition of co-occurrence event
once again. From human mobility perspective, the definition of a co-occurrence event is as
follows:

If people from region A and region B visit region C at the same time interval, we say that
”region A co-occurs with region B at region C”.

We notice that the definition refers to time intervals and regions. Therefore, in order to
get co-occurrence event data from raw trajectory data, we need to map continuous time
to time intervals and map continuous longitude and latitude values to regions, which are
temporal partition and map segmentation in traffic modeling.

3.2 Traffic modeling

3.2.1 Temporal partition

Temporal partition methods include regular time interval partition and irregular time inter-
val partition [4, 20]. The former is to partition a day into same time intervals and the
duration of each time interval should be chosen according to time distribution law of
data. Irregular time interval partition is based on passengers flow peaks distribution.
Taking into account of the characteristics of co-occurrence pattern, we divide days into same
time intervals. The granularity of temporal partition is essential for co-occurrence pattern
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analysis. A co-occurrence event refers to the origin and destination of a trajectory. So if the
length of a time interval is too short, most travel will be cut apart. Whereas, if the length
of a time interval is too long, we cannot obtain fine-grained co-occurrence pattern analysis
results. The distribution of travel time can be a good reference to the duration of each time
interval. We suggest the shortest time slot which covers most travel time as the duration of
each time interval. In our experiments, we choose 30 minutes as a time slot. And we use (1)
to do temporal partition of taxi trajectory data,

Tk = [kθ, (k + 1)θ), k = 0, 1...47 (1)

where Tk is the number of time intervals and θ is the duration of each time interval.

3.2.2 Map segmentation

Map segmentation is to divide the whole urban area into different small regions and map taxi
trajectory data to OD data among small regions, which can provide an intuitive distribution
laws of co-occurrence pattern in urban space. There are two kinds of region segmenta-
tion methods: regular segmentation and irregular segmentation. Regular segmentation is
to divide study area into regular squares. Irregular segmentation includes using Voronoi
tessellation to divide area based on particles [16], and segmentation based on urban road
network framework [37]. Proper methods should be chosen according to data characteris-
tics and analysis requirements. To achieve the goal we mentioned above, map segmentation
needs two functions: divide urban space in a 2D plane, number each region and map a
given longitude and latitude to a region. As we know, urban roads are designed according to
urban planning and construction, which map the city into structured blocks and these blocks
tend to show the city’s functional bias, that is, blocks aggregate similar functions [36].
Consequently, it’s reasonable to do map segmentation of urban space on city road network.

To carry out map segmentation and number regions, based on binary image processing
method of mathematical morphology, map segmentation algorithm includes following four
steps:

– Dilation. To acquire a fine-grained map segmentation result, we extract the main frame-
work of urban road network to generate a binary image, in which black pixels stands for
roads. Then we do dilation operation on the image to remove small gaps among road
crossings. Iteration operation is required for a good dilation effect.

– Thinning. Perform thinning operation on the dilated image to thin the road width as a
pixel. It’s important to keep roads smooth during the thinning process. But the remove
of pixels tends to generate non-smooth jagged lines.

– Number. Then we number the thinned image. We number each pixel of the image and
pixels at same region have same number.

– Delete. Pixels representing roads in numbered image need to be removed. Our solution
is to divide these pixels into their adjacent regions.

Based on temporal partition and map segmentation, we obtain population group data,
which paves the way for co-occurrence event data mining.

3.3 Co-occurrence mining

Co-occurrence pattern refers to the phenomenon of traffic flow running to some regions
at the same time, which coincides with frequent pattern in data mining. We regard
co-occurrence pattern as the promotion and application of frequent pattern. Frequent pattern
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is the pattern that appears frequently in a dataset. The set of items that are frequently present
in the dataset at the same time is called frequent itemset. The discovery of such frequent
pattern plays a crucial role in mining correlation, relevance, and many other interesting rela-
tions of data. Besides, it’s also helpful for data classification, aggregation, and other data
mining tasks. Therefore, frequent pattern mining is an important data mining task and one
of the topics concerned by data mining researches. We utilize abundant research results of
frequent pattern to mine co-occurrence event data effectively.

3.3.1 Transaction construction

Based on above operations, we map trajectory data to different population groups and then
we need to do transaction construction to adapt for co-occurrence event data extraction. Pop-
ulation group data contains serial numbers of time intervals and serial numbers of origins
and destinations. Co-occurrence pattern analysis focuses on relation of regions. So we con-
struct transactions of regions at each time interval and mine co-occurrence pattern at each
interval. We aggregate the destinations of traffic travel and such a transaction represents the
set of regions that arrive at a same destination at a time interval. Examples of transaction
set are displayed in Table 1. Line 1 of the table means that people from 18th region, 22nd
region, and 33rd region go to 50th region at 9th time interval.

3.3.2 Frequent pattern

Before mining frequent itemset, we need to understand basic knowledge of frequent pat-
tern. There are two primary statistic indexes for frequent pattern: support and confidence,
which form the basic support-confidence framework to measure the interest of the rules for
frequent patterns to reflect the usefulness and certainty of the rules found respectively [12].
Support count or support of the itemset is defined as the frequency of an itemset, which is the
number of transactions containing the itemset in dataset. In co-occurrence transaction set,
support is the number of destinations where a set of regions arrive at a time interval. Taking
Table 1 for example, the support of region set containing 18th region, 22nd region, and 33rd
region is 2 at 9th time interval. In co-occurrence pattern analysis, we define co-occurrence
degree as the support of a region set. Another important statistic index of frequent
pattern is confidence. It is defined as follows: rule A to B has confidence in a transaction
set, where confidence is the percentage of transactions that contain A and also contain B in
the transaction set.

conf idence(A ⇒ B) = support (A
⋃

B)

support (A)
(2)

Table 1 Examples of
constructed transaction set TimeID DestinationID RegionID

9 50 18, 22, 33

32 343 359, 379, 381, 395

9 10 18, 22, 33

9 4 18, 22

1 74 22, 194

24 210 273, 348, 357, 370, 402, 428, 431

9 18 18, 22
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Take Table 1 for example again. We define region set of 18th region and 22nd region
as set A, region set of 33rd region as set B. Then conf idence(A ⇒ B) is 0.5. If the sup-
port of an itemset satisfies the predefined minimum support threshold, then the itemset is
a frequent itemset. We define F as a frequent itemset. If there is no set larger than F ,
which has the same support as F in dataset, then F is closed and is called a closed fre-
quent itemset. Analogously, if there is no set larger than F , which is frequent in dataset,
then F is a maximal frequent itemset. Note that the difference between closed frequent
itemsets and maximal frequent itemsets is that the support count of all subsets of closed
frequent itemsets is datum and is the same as the closed frequent itemsets, while the maxi-
mal frequent itemsets only guarantee that all subsets are frequent. The essence of frequent
itemset mining is to mine closed frequent itemsets. It also involves an important property
of frequent itemsets: transcendental nature, which means, all non-empty subsets of fre-
quent itemsets must be frequent. This property will be used to mine co-occurrence event
data.

3.3.3 Frequent itemset mining

We employ a classical frequent itemset mining algorithm Apriori to mine co-occurrence
event data. Agrawal and R. Srikant proposed the original algorithm for mining frequent
patterns in 1994. The name of the algorithm is based on the fact that the algorithm uses tran-
scendental nature of frequent itemsets. The transcendental nature means that all non-empty
subsets of frequent itemsets must also be frequent, which is exactly what we mentioned
above. Apriori algorithm uses an iterative method of layer-by-layer search, where the
k− itemsets is used to search for (k+1)− itemsets. First, by scanning the database, accu-
mulate the count of each item, collect the items that satisfy the minimum support, and find
frequent 1-itemsets. The set is denoted by L1. Then, use L1 to find the set L2 of frequent
2-itemsets, and so forth, until you can not find the frequent k − itemsets. Finding each Lk

needs a full scan of the database. The transcendental nature is used in the algorithm by con-
necting step and pruning step operations. The connecting step is to find a set of candidate
k − itemsets by connecting Lk−1 with itself to find Lk . We can get from the transcendental
nature that if a (k − 1) − item subset of a k − itemset is not in Lk−1, then the k − itemset

can not be frequent and such k − itemset is removed in the pruning step.
We have introduced details of co-occurrence event data mining algorithm. As a classical

mining algorithm, Apriori algorithm has the problem of inefficiency in time consumption.
Using Lk to generate k + 1 candidate itemsets, it is too much to judge the connection con-
ditions. The frequent itemsets set Lk whose itemsets’ number is n, has the time complexity
of O(k ∗ m2) for performing comparison conditions and where the value of n can be large,
especially when the minimum support threshold is set small. Definite the candidate k−item

set as Ck and element of Ck as c. In generating Lk from Ck , we need to determine if k

(k − 1) subsets of c in Ck are all in L(k − 1). In this process, L(k − 1) only need to be
scanned once for c in best case, ie the first k − 1 subset is not in L(k − 1). In the worst case,
we need to scan k times. Thus, in the average case, for any c belonging to the Ck , its num-
ber of times scanning L(k − 1) is |L(k − 1)| ∗ k/2; then the number of scans required for
all candidate itemsets is |Ck| ∗ |L(k − 1)| ∗ k/2. In order to get the support of all candidate
frequent itemsets of Ck(k = 1, 2, ..., m), the database needs to be scanned m times. Con-
sidering the above deficiencies of Apriori algorithm, we take some measures to improve
mining efficiency and optimize algorithm structures.

Transcendental nature: Subsets of frequent itemsets are frequent itemsets. When gener-
ating candidate sets, we first judge if all subsets of the itemset are frequent itemsets. If one
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of its subsets is not frequent itemset, then the candidate set is discarded. In this way, we can
compress the number of candidate sets and save the time of transaction scanning.

Hash map: We utilize hash map to store frequent itemsets and candidate sets. Hash map
can support quick search of large amount of data and save searching time of algorithms.

As shown in the above pseudocode , co − occurrence gen has two actions: connecting
and pruning. In connecting part, Lk−1 connects with Lk−1 to generate possible candidates
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(step 2 step 5). Pruning part (step 6 step 8) utilize transcendental nature to delete candi-
dates with infrequent itemsets. The test of infrequent itemsets is presented in the process of
has inf requent subset . We store the frequent itemsets and their support of the extracted
co-occurrence event data according to data and time mark. The minimum support threshold
we used in our experiment is 4.

3.4 Discovering regional functions

We introduce how to extract co-occurrence event data from taxi trajectory data utilizing our
proposed scheme CoPFun above. Based on co-occurrence event data, we can analyze urban
co-occurrence pattern. Region functions have great impact on human mobility [31]. There-
fore, in this section, we will describe how to discover region functions to pave the way for
analyzing urban co-occurrence pattern from the perspective of different region functions.
Although regional functions are largely determined by urban planning, actual regional func-
tions or strength of actual functions can be changed due to the development of city and
the impact of human activities. Actual regional functions are influenced by the factors of
static semantic and dynamic activity. So we study on static functions, dynamic functions,
and actual functions respectively and discover urban regional functions based on multiple
factors.

3.4.1 Discovering static functions

To understand regional static functions, we use point of interest data (POI data) to discover
the status of regions assuming functions. POI data includes names, locations, and classifica-
tions of physical buildings [33, 34]. Proper mining of all kinds of POI data at each regions
can get static semantic functions [37]. We consider the relation of POI data and regional
functions from two aspects. On one hand, if the frequency of certain kind of POI data
appearing at a region is high, that is, absolute quantity is large, then the percentage of the
region to assume such kind of function should be high; on the other hand, if the frequency
of one kind of POI data appearing at other regions is low, while it appears at the region to
a degree, that is, relative quantity is large, then such kind of POI data may reflect the func-
tional characteristics of the region. This idea is quite similar to the thought of TF-IDF (Term
Frequency-Inverse Document Frequency) [24] in information retrieval. Therefore, in this
paper, we employ TF-IDF method to process POI data of regions to dig up the POI distribu-
tion of regions. TF-IDF method evaluate the importance of a word from its two properties:
First, the frequency of the word appearing in a document (Term Frequency, TF). Generally
speaking, when one word appears in a document repeatedly, it can reflect document con-
tent, that is, the value of its TF bigger, the word more important. Second, inverse document
frequency (IDF). If one word appears repeatedly in the whole document set, then the ability
to distinguish documents’ content is poor and the value of IDF is low. TF-IDF algorithm
multiply the value of TF by the value of IDF to be the importance measure of a word. If and
only if the term frequency of a word in a document is high and it rarely appears in other
documents of the document set, the value of TF-IDF is high.

First, we calculate the frequency of all kinds of POI data at each region, that is term
frequency. We use symbol T Fi,j to present the frequency of j th POI data at region ri . As
shown in (3), S represents the total number of POI categories.

T Fi,j = ni,j
∑S

k−1 ni,k

(3)
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Then, we use IDFj to present the IDF of j th POI data. The formula is as follows:

IDFj = log
R

|i|ni,j �= 0, i = 1, 2, ..., R| + 1
, (4)

where R is the number of regions. The multiplication of the two is the TF-IDF value of
region rj for j th POI data, denoted as T F − IDFi,j .

T F − IDFi,j = T Fi,j ∗ IDFj (5)

From this formula, we can get that T F − IDFi,j is proportional to the number of occur-
rences of j th POI data at region ri and is inversely proportional to the number of occurrences
of j th POI data at all regions. That is the importance of one kind of POI data or function at
a region that we first want to measure. At last, POI’s distribution status can be represented
by vector �Yi in formula (6).

�Yi = (T F − IDFi,1, T F − IDFi,2, ..., T F − IDFi,S) (6)

After these calculations, we can get the distribution of POI data at each region and under-
stand the importance and percentage of all functions at regions from the perspective of static
semantic.

3.4.2 Discovering dynamic functions

Only from the distribution of POI data, we cannot distinguish quality status of different
regions and interactions between regions. For example, the city is full of all kinds of food
service agencies, but their roles in regional function are different, small snack bars may
only meet daily needs of local residents, while some restaurants are well-known to attract
the whole city and even the whole world to enjoy, then the possibility that this place has
entertainment function may be high. Such information can be extracted from the number
and patterns of trajectory data and other human mobility. In this paper, we utilize Latent
Dirichlet Allocation (LDA) model to process trajectory data to obtain regional dynamic
functions affected by human mobility.

LDA is a topic model, which can offer the topic of each article in document set in the
form of probability distribution and then do similarity analysis, text clustering, and so on
of documents based on topic distribution. LDA considers each document in document set
contains multiple topics and each word in documents belongs to a topic. When given all
words appearing in each document of the document set, LDA can infer the implied topic
distribution of documents. LDA model solving is a quite complex optimization problem
and its common methods are Gibbs sampling-based solution, variational method-based EM
solution, and method based on expectation advance.

In this paper, we do analogy on function mining of regions and topic mining of docu-
ments and the validity of such analogy method has been proved [37]. Specifically, we treat
all regions as a document set, a region as a document, a regional function as a topic of
a document, then a region has various functions as a document implies a series of topics.
Meanwhile, we regard a travel mode appearing in a region as a word in a document.

For region ri , we define a origin matrix Li of R rows and T columns, where R repre-
sents the total number of regions and T represents the number of time intervals; the element
Li[j, k] in j th row and k column of the matrix denotes the travel trajectory from the region
to region rj at time interval tk , value of the element is the number of corresponding trajec-
tory. Similarly, define a destination matrix Ai of R rows and T columns for region rj and
the element Ai[j, k] in j th row and kth column represents the travel trajectory from region
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rj to the region and its value is the number of corresponding trajectories. Then we regard
region ri as a document and R regions make up the document set; each element Li[j, k]
and Ai[j, k] in two matrices (origin matrix and destination matrix) of region ri stand for
a kind of travel mode, which can be treated as words in documents; the value of elements
Li[j, k] and Ai[j, k] is the number of travel mode, which can be regarded as the frequency
of words. Based on above analogy, we can obtain travel modes at each region and use LDA
algorithm to infer the function distribution implied in regions and the similarity of regions.

3.4.3 Hybrid mining of static function and dynamic function

We gain regional static functions from POI data and regional dynamic functions from taxi
trajectory data. Regional actual functions are affected by various factors. If we only consider
one of them to mine regional functions, the results are not enough to objectively reflect real
situation. Therefore, we combine the two kinds of functions to mine actual functions. We
construct a cost function and solve it utilizing gradient descent method.

Inspired by machine learning methods, we define cost function J , that is, objective func-
tion, to represent the deviation of actual functions and static and dynamic functions. Since
actual regional functions doesn’t deviate greatly from its inherent functions, that is, the static
functions excavated from POI data using TF-IDF method, we initialize actual functions with
static functions when initializing. Under different conditions, we define the cost as the devi-
ation of actual situation and the result of TF-IDF method or the deviation between actual
situation and the result of LDA algorithm. Then we need to find the minimum point of cost
function, which means the minimum difference between actual functions distribution we
expect and the dynamic and static functions displayed. We utilize gradient degree method to
iteratively update independent variables until the function’s value changes slowly or reaches
the maximum number of iterations. At this point, we think that the minimum value of
cost function is obtained and it is regarded as the final function proportion of regions. The
function distribution takes into account of the static semantic factors and dynamic human
activities, which can reflect actual regional function situation objectively.

4 Experiments

In this section, we first give details of datasets and then present experiment results from the
aspects of traffic modeling, co-occurrence mining, and regional functions discovering. We
utilize real taxi trajectory data, road network data, and POI data of Shanghai to display the
process of and demonstrate the effectiveness of our scheme.

4.1 Experiment datasets

With rapidly increasing availability of sensing technology and telecommunication infras-
tructure, huge volumes of mobile data tracking human mobility can be acquired. Multi-
source heterogeneous traffic data make analysis of human mobility pattern precisely. In this
work, we employ three types of traffic datasets, which are taxi GPS trajectory, road net-
work data, and POI data. Taxi dataset is generated by Qiangsheng taxi GPS trajectories from
Shanghai in China. As shown in Table 2, the dataset consists of 7 fields such as state, speed,
date, time, geographical coordinates, and so on. Meanwhile, Table 2 shows the statics in
detail. The unit of speed in Table 2 is km/h. We carry out general data preprocessing oper-
ations on raw GPS data, including data cleaning, data mapping, and data organizing. Based
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Table 2 Record examples and statics of taxi GPS trajectory data

Name Field Annotation Example

GPS data TaxiId Taxi Id 2201252167

Latitude Coordinates 121.465545

Longitude Coordinates 31.224068

State 1: occupied, 0: vacant 1

Date Date that GPS record was sent 2015-04-25

Time Time that GPS record was sent 13:17:00

Speed Taxi running speed 6.613991

Statics time April, 2015 1th-30th

days 30 21 weekdays

number of taxis 13,695 about 25% of the taxis in Shanghai

dataset size 34 billion GPS records 619GB

on preprocessed data, we extract time and location of boarding and alighting according to
the requirements of co-occurrence pattern analysis.

We use 486,815 Shanghai POI data and each POI data contains six properties: ID, name,
latitude, longitude, explanation, and type, as shown in Table 3. To pave the way for regional
function mining, we refine the classification of POI data into six categories: residential
area, workspace, education, business area, public service, and scenery spot and filter out
the records which are not in above categories. Table 3 also presents basic statistic results of
Shanghai POI data.

We obtain Shanghai road network data from OpenStreetMap (OSM), which includes
road ID, road type, information of traffic signals, and longitude and latitude of all points on
the road. We extract information of highways, primary roads, and secondary roads from the
road network data and map it on a binary image, as shown in Figure 3a. We focus on urban
area in Shanghai, which is located at 31.15◦N to 31.37◦N and 121.31◦E to 121.84◦E.

Table 3 Record examples and statics of POI data

Name Field Example

POI data ID 81166

Name China Postal Savings Bank (Southern Drive Branch)

Longitude 121.415172

Latitude 31.688554

Explanation Financial and insurance services; banks; China Postal Savings Bank

Type 4

Statics Residential area 26,729

Workspace 59,092

Education 9,752

Business area 53,793

Public service 74,298

Scenery spot 1,454
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Figure 3 Comparison of raw road network and map segmentation results in Shanghai

4.2 Traffic modeling results

After data preprocessing operations, we do traffic modeling to map vehicles into different
population groups, which contains temporal partition and map segmentation.

4.2.1 Travel rule analysis

The granularity of temporal partition is hard to control and has great impact on human
mobility analysis. To determine the length of time intervals, we do travel rule analysis on
taxi trajectory data.

After data preprocessing, we extract OD data from trajectory data. However, there are
still abnormal data, such as a taxi drives three kilometers in four hours. For such abnormity,
our cleaning method is to calculate average travel speed and to filter out records according
to minimum speed threshold. Speed calculation depends on distance and driving time. We
use Manhattan distance to calculate travel distance, which is also known as taxi distance.
As urban streets generally have southern, northern, western, and eastern layout rules, the
distance of taxis from one point to another point is about equal to the value that distance
from the north-south direction adds distance from the east-west direction, which is exactly
Manhattan distance. Then we store two more fields: duration and speed, which are duration
of travel time and average travel speed respectively. Based on calculation results, we do
statistics of duration of travel time and display the cumulative proportion of four typical
days in Figure 4, which are 5th, 7th, 9th, and 10th of April, 2015. They are two days in the
Qingming Festival and two weekdays. We can get from the figure that 80% of the duration
of travel time is less than 30 minutes, and with the increase in duration of travel time, the
growth rate of cumulative proportion is getting slower. Therefore, in order to obtain fine-
grained co-occurrence analysis results, we set the length of time intervals as 30 minutes,
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Figure 4 Duration of taxi travel time

number time intervals, and convert the temporal information of OD data into time interval
number.

4.2.2 Map segmentation

After temporal partition, we divide the study area utilizing map segmentation based on
the binary image of road network. Though we just select highways, primary roads, and
secondary roads to make up the urban road network, the lines of the image are still intensive
and there are a lot of small crossings. After dilation operation, we remove unnecessary
details from the image and there is an example in Figure 3. The whole marked results of map
segmentation is presented in Figure 3b. We divide the whole study area into 541 regions and
number them. We then apply map segmentation results to OD data and convert its location
information into region number.

4.3 Co-occurrence event data

In the process of co-occurrence event data extraction, we first traverse the entire transaction
set obtained by transaction construction operation to calculate the support of each transac-
tion, that is, co-occurrence degree. Then we use frequent pattern mining algorithm to dig up
frequent itemsets upwards layer by layer, and end iterations when we cannot find more fre-
quent itemsets. We store all frequent itemsets, that is, co-occurrence event data we expect.
Table 4 displays several examples of extracted co-occurrence event data, in which a record
stands for a co-occurrence event. The co-occurrence event data has four fields including
time id, item, support, and key. We mine co-occurrence pattern at each time interval. Field

Table 4 Examples of
co-occurrence event data TimeId Item Support Key

41 422, 443, 445, 474, 483, 506, 510, 516 4 8

41 357, 431, 458, 459, 475, 515 4 6

13 357, 431 53 2

11 10,22 8 2

12 334, 340, 357, 373, 431 4 5
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Figure 5 Distribution of functional regions

item denotes a region set in which regions co-occur with each other, field key is the num-
ber of regions in item, and support is the value of item support. Take the line1 in Table 4
for example. It means a region set of 8 regions, which contains 422nd region, 443rd region,
445th region, 474th region, 483rd region, 506th region, 510th region, and 516th region,
co-occurs with each other at 4 destinations at 41st time interval.

4.4 Regional functions distribution

In Section 3, we refine the classification of POI data categories, map it into different
regions, and employ TF-IDF method to mine static regional functions. The process of
dynamic reginal functions mining is relatively complex. We first extract effective infor-
mation from taxi trajectory data, including temporal and spatial information of alighting
and boarding. Then we organize the above information in the form of matrices. We apply
IDA algorithm to matrices to do topic mining and set k as 6, which is equal to the num-
ber of regional functions and gain probability distribution of topics at each region. Cost
function we defined helps to combine TF-IDF results and LDA results. We store proba-
bility distribution of topics at each region when cost function reaches its minimum. Then
we define the topic with largest probability as the regional function. The distribution of
functional regions is displayed as Figure 5. In the distribution of static functions, the num-
ber of business areas is quite large, while the recognition ability of other several important
functional regions is poor. We combine static functions and dynamic functions to gener-
ate actual functions, and it has a clear advantage on identifying workspace, scenery spot,
education and other functional regions. Table 5 presents the statistic results of functional
regions.

Table 5 Regional functions distribution

Category No. Number of static functions Number of actual functions

Residential area 0 121 100

Workspace 1 145 123

Education 2 28 65

Business area 3 183 105

Public service 4 45 81

Scenery spot 5 20 68
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Figure 6 Passenger inflow, passenger outflow, and co-occurrence events’ number in April 2015

5 Co-occurrence pattern analysis

To acquire urban co-occurrence pattern, we carry out statistic analysis and visual analy-
sis of extracted co-occurrence event data and make comparison with OD data. Functional
regions are essential for urban human mobility. Therefore, we utilize regional function
mining results to analyze co-occurrence pattern.

5.1 Urban global co-occurrence pattern

We first focus on changing trend of passenger inflow, passenger outflow, and co-occurrence
events’ number in April 2015, which is shown in Figure 6. We can get from the figure that
periodic law of passenger flow is obvious and weekly changes are very similar. Flow peak is
Saturday and flow trough is Friday. Passenger inflow is slightly higher than passenger out-
flow on the whole. However, compared with passenger flow, the quantity of co-occurrence
events is obviously smaller. Its periodic law is basically similar to the periodic law of pas-
senger flow. For example, their troughs are both Friday. Difference also exists. Peak of
co-occurrence events’ number is Sunday, rather than Saturday. After the first peak in Fig-
ure 6, the trend of passenger flow is significantly different from co-occurrence events’
number. The peak date is April 4, which is the first day of Qingming Festival, a statutory
holiday. It means co-occurrence pattern is more significantly influenced by holidays, which
may be related to its magnitude but also shows a characteristic of co-occurrence pattern.
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Figure 7 Passenger inflow, passenger outflow, and co-occurrence events’ number of 5 typical days in April
2015
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Figure 8 Co-occurrence heat distribution at 09:30 a.m. of 5 typical days in April 2015

Then we choose five typical days to analyze co-occurrence pattern further in Figure 7.
They are April 4, April 11, April 12, April 13, and April 17, corresponding to the first day
of Qingming Festival, Saturday, Sunday, Monday, and Friday. Through Figure 7 we can
see that there exists a high degree of similarity between passenger inflow and passenger
outflow, while co-occurrence event data is significantly different from the above two. For
passenger flow, the change over time is not obvious and the change of co-occurrence event
data has great fluctuation. Passenger flow on weekend has a morning peak at around 9 and
a night peak at about 22. In addition to the above two peaks, passenger flow on weekdays
also has a peak at 4:00 p.m. However, Qingming Festival has high passenger flow all day.
Both on weekdays and weekends, co-occurrence event data has similar changing law and
peaks with passenger flow, but fluctuates strongly. The number of co-occurrence events is
significantly more than other days and the co-occurrence events; number is extremely large
from 9:00 to 9:30. To obtain more detailed co-occurrence pattern distribution, we map co-
occurrence event data from 9:00 to 9:30 of the five days to heatmap to display geographical
distribution in Figure 8.

Co-occurrence events of Qingming Festival and weekends are crowded and concentrate
on urban center. Co-occurrence heat on weekdays is smaller and scatter in the west and east
of the city. In Figure 9, we use dots to present regions and use lines to present interactions,
that is, co-occurrence events. The color of dots indicates corresponding regional functions.
Urban area with great co-occurrence heat on weekdays is concentrated with orange dots,
which denote workspace. Workers need to work on weekdays to form a great many co-
occurrence events.

5.2 Functional regions’ co-occurrence pattern

We divide regional functions of the whole city into six categories: residential area,
workspace, business area, education, public service, and scenery spot and employ POI data
and taxi trajectory data to mine regional functions from 541 regions in Shanghai. Based
on regional functions mining results, we utilize co-occurrence event data and OD data to
analyze urban co-occurrence pattern from a perspective of regional functions.

First we display total passenger flow and total co-occurrence events’ number of all
regions belonged to each kind of functional regions over April 2015 in Figure 10. The

Figure 9 Co-occurrence interactions at 09:30 a.m. of 5 typical days in April 2015
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Figure 10 The total number of inflow passengers , outflow passengers , and co-occurrence events of 6
functional regions in April 2015
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Figure 11 Top 30 ranking regions of passenger inflow, passenger outflow, and co-occurrence events’
number in April 2015

Table 6 Statistics of regional
functions in top 30 regions Function Inflow Outflow Co-occurrence

Residential area 4 3 3

Workspace 4 4 8

Business area 13 14 13

Education 5 5 4

Public service 2 2 1

Scenery spot 2 2 1
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Figure 12 The number of inflow passengers , outflow passengers, and co-occurrence events of 6 top
functional regions sort by passenger flow in April 2015
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Figure 13 The number of inflow passengers, outflow passengers, and co-occurrence events of 6 top
functional regions sort by co-occurrence events’ number in April 2015

passenger flow of business area, residential area, workspace, public service, education, and
scenery spot goes down in turn. The number of co-occurrence events on business areas
is significantly more than other functional regions and workspace follows. Co-occurrence
events’ number of residential areas and education is almost the same. The quantity of co-
occurrence events on public service is slightly higher than scenery spot, but they both have
a small number of co-occurrence events. Besides the quantitative relation above, passen-
ger flow and co-occurrence events’ number have significant weekly change law, which
is consistent with the total passenger flow and total co-occurrence events’ number. Then
we sum up passenger flow and co-occurrence events’ number in 30 days for each region
and rank regions. We select top 30 regions of passenger inflow, passenger outflow, and
co-occurrence events’ number to display in Figure 11 respectively. We can get that both
for passenger flow and co-occurrence events’ number, proportion of business areas is the
largest, which may be related to the number of business areas. The difference between
passenger flow and co-occurrence events’ number is mainly reflected in the number of
workspace, that is, the co-occurrence events’ number of workspace stands out. Compared
with original OD data, co-occurrence event data can reflect traffic clustering situation,
which is indicated in Figure 11. In top 10 regions, the number of education and workspace
of co-occurrence events’ number is significantly more than that of passenger flow
(Table 6).
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Figure 14 Flow trend on April 4, 2015. Passenger inflow (a), passenger outflow (b), and co-occurrence
events’ number (c) of 6 top functional regions sort by passenger flow. Passenger inflow (d), passenger outflow
(e), and co-occurrence events’ number (f) of 6 top functional regions sort by co-occurrence events’ number
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Figure 15 Flow trend on April 11, 2015. Passenger inflow (a), passenger outflow (b), and co-occurrence
events’ number (c) of 6 top functional regions sort by passenger flow. Passenger inflow (d), passenger outflow
(e), and co-occurrence events’ number (f) of 6 top functional regions sort by co-occurrence events’ number

In order to explore co-occurrence pattern of a single region from the aspect of regional
functions, we sort regions belonged to each type of functions according to passenger flow
and co-occurrence events’ number respectively, and select top 1 regions of passenger flow
and co-occurrence events’ number respectively. Figures 12 and 13 display periodic laws
in passenger flow and co-occurrence events’ number. Regions with large flow may have a
small number of co-occurrence events, which indicates that the travel time of these regions
is relatively dispersive. Co-occurrence events’ number on workspace is quite great due to
concentrated travel time of workers. This law is reflected in Figure 13, passenger flow of
scenery spots and public service is quite impressive, while their co-occurrence events’ num-
ber is relatively small, which means the travel time involved in such two functional regions
is scattered. In contrast, co-occurrence events’ number of other education, business area,
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Figure 16 Flow trend on April 12, 2015. Passenger inflow (a), passenger outflow (b), and co-occurrence
events’ number (c) of 6 top functional regions sort by passenger flow. Passenger inflow (d), passenger outflow
(e), and co-occurrence events’ number (f) of 6 top functional regions sort by co-occurrence events’ number
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Figure 17 Flow trend on April 13, 2015. Passenger inflow (a), passenger outflow (b), and co-occurrence
events’ number (c) of 6 top functional regions sort by passenger flow. Passenger inflow (d), passenger outflow
(e), and co-occurrence events’ number (f) of 6 top functional regions sort by co-occurrence events’ number

residential area, and workspace is huge. Travel of these functional regions is sensitive to
time and crucial for urban operating normally. In addition, we can also get that holidays
have great impact on co-occurrence events’ number and co-occurrence pattern is sensitive
to human mobility and has strong exploring ability.

We further explore co-occurrence pattern of functional regions over one day. Figure 17
presents the results of April 13rd. We can see that there are three distinct peaks of workspace
in the change law of passenger flow and the change trend of other five functional regions
is relatively slow. In contrast, co-occurrence events’ number has significant fluctuations
throughout the day. It has three peaks at 10, 16, and 20 respectively and many other sub-
peaks, which shows that although flow over the day changes flat, people are concentrated
to go out at ten o’clock, sixteen o’clock, and twenty o’clock around. Results of other days
are shown in Figures 14, 15, 16, 18.

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

10

20

30

40

50

60

70

80

90

100

110

N
u
m
b
e
r
o
f
P
a
s
s
e
n
g
e
r
s

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

10

20

30

40

50

60

70

80

90

100

110

N
u
m
b
e
r
o
f
P
a
s
s
e
n
g
e
r
s

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

10

20

30

40

50

60

70

80

90

100

110

N
u
m
b
e
r
o
f
P
a
s
s
e
n
g
e
r
s

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

10

20

30

40

50

60

70

80

90

100

110

N
u
m
b
e
r
o
f
P
a
s
s
e
n
g
e
r
s

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

40

80

120

160

200

240

280

N
u
m
b
e
r
o
f
C
o
-
o
c
c
u
r
r
e
n
c
e
E
v
e
n
ts

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

50

100

150

200

250

300

350

N
u
m
b
e
r
o
f
C
o
-
o
c
c
u
r
r
e
n
c
e
E
v
e
n
ts

Time

Residential

Workspace

Business

Education

Public Service

Scenery Spot

(a) (b) (c)

(d) (e) (f)

Figure 18 Flow trend on April 17, 2015. Passenger inflow (a), passenger outflow (b), and co-occurrence
events’ number (c) of 6 top functional regions sort by passenger flow. Passenger inflow (d), passenger outflow
(e), and co-occurrence events’ number (f) of 6 top functional regions sort by co-occurrence events’ number
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6 Conclusion and future work

In this paper, we put forward a co-occurrence pattern mining scheme CoPFun to extract
co-occurrence event data from a variety of traffic data, which embraces traffic modeling,
co-occurrence mining, and function discovering. Case studies on real taxi trajectory data,
POI data, and urban road network data of Shanghai demonstrate our proposed scheme can
mine co-occurrence event data effectively. Then we present co-occurrence pattern analysis
by comparing co-occurrence event data with OD data from a perspective of urban regional
functions. We find that co-occurrence events’ number owns obvious periodic changing law
but great fluctuation over days. Holidays have significant impact on co-occurrence events’
number. Co-occurrence pattern is sensitive to human mobility and has strong exploring
ability.

There are multiple venues for future work. First, we plan to optimize algorithms to mine
co-occurrence events and passenger flow at the same time. In addition, we intend to develop
a suite of visualization forms to explore urban co-occurrence pattern intuitively and flexibly
and provide valuable suggestions for planning and development of cities from the aspect of
co-occurrence pattern.
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